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SPARE A THOUGHT FOR THE COMPILERS OF DICTIONARIES IN THE DIGITAL AGE. Technology is 
always moving beyond the confines of the alphabet. 

 If you were given only 26 choices, for example, what would you list as the chief concerns of IT profes-
sionals today? In the storage space alone, there have been more product announcements from suppliers 
of storage systems in the past six months than in the previous two years. And in the security space, not a 
week – sometimes not even a day – goes by without a new offering..
So, what should today’s i-technology abecedary look like? A for Authentication, B for Backup, C for 
Clustering, D for Denial-of-Service, E for Encryption…
 How about A for AIT (Advanced Intelligent Tape) or D for DAS (Direct Attached Storage)? And what 
about B for Bots, which are siphoning and transmitting sensitive information from compromised PCs, 
receiving and spreading malware updates, and being used in distributed, denial-of-service attacks on a 
wider scale than ever before. 
 Should F be for Firewall or Fibre Channel, H for Host-Based Security or HIPAA?
 By the time you get to S you’d literally have to abandon all hope of narrowing the choices: SAN, 
Sarbanes-Oxley, SNIA (Storage Networking Industry Association), SNMP, Spam, SSL…Why, with just 26 
choices you’d probably never even reach U for USB Drives, V for Virtualization, or W for Worms. Let alone 
Z for Zero-Day Attacks. 
 Then would come the colloquies like “Disaster Recovery,” “Utility Storage,” “IP Spoofing,” and the like. 
Never mind SAN/NAS/RAID, less familiar acronyms are arriving thick and fast, like DHS (Department 
of Homeland Security), SEP (Security Experts Panel) and even new institutions – like the Internet Storm 
Center (ISC), an all-volunteer early warning Internet global monitoring organization  (http://isc.sans.
org/). 
 Often, amid this slew of technologies and innovations, each new approach seemingly spawns a sec-
ondary headache – such as the trend towards networked. IP SANs, which many see as likely to unleash 
security problems since those who would seek to do harm are so familiar with the IP protocol.
 Some say that, in the great scheme of things, neither storage nor security is a front-burner issue – busi-
ness is. Certainly it is true that, as a recent report noted, IT professionals are often embroiled in opera-
tional and tactical considerations, with little time or resources left over for a more strategic approach, and 
so an understanding of where the storage-security nexus fits in the overall business puzzle is important. 
But the devil is in the detail, and detail is what we will bring you in each issue. 
 Here at ISSJ we will cover what’s new, what’s best, and what’s next in the ever more important nexus of 
security and storage. We’ll look at key issues, such as whether open-source software means better security 
or worse.We’ll ask where information lifecycle management is going; we’ll explore every aspect of storage 
networking; we’ll drill down into NAS management and object-based storage.
 What’s needed, ISSJ articles will show, is a careful, business-based balance between security and stor-
age. Even the most sophisticated SAN isn’t much use if it isn’t secure – audit regulations require that com-
panies not only log and archive critical data, but also that they do this securely.
 As Lenny Heymann, general manager of NetWorld+Interop said, when we unveiled our preview issue 
at the Networld+Interop Conference & Expo in Las Vegas:  “Today’s IT buyer is taking a very pragmatic 
approach to networking purchasing decisions, and really scrutinizing the full range of implications those 
technologies might have for their company – so discussions about storage should absolutely include 
related security issues.”
 The security-storage nexus is here to stay. So is Information Storage & Security Journal.   
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Regulatory Compliance

B Y  R YA N  K A L E M B E R

Compliance Essentials: 

Standard Methods
of Fulfilling            
Requirements

FROM THE HEALTH CARE INDUS-
TRY to the financial industry, the 
influx of network security incidents 

has impacted any organization that 
employs the Internet to expedite business 
processes. As a result, anyone enlisting the 
services of these companies is susceptible 
to identity theft or fraud. Responding 
to this issue, the U.S. government has 
amplified its legislation dealing with infra-
structure security through bills includ-
ing Sarbanes-Oxley (SOX), the Health 
Insurance Portability and Accountability 
Act (HIPAA), the U.S. Government 
Information Security Reform Act (GISRA), 
the Gramm-Leach Bliley Act (GLBA), and 
the Children’s Internet Protection Act 
(CIPA).
 These laws require organizations in 
their respective industries to ensure the 
safe transfer and storage of personal infor-
mation. Through strict enforcement of 
compliance regulations, including tough 
penalties for violators, the government has 
dramatically influenced how companies 
contend with network security issues. In 
this article, readers will learn the require-
ments and legal ramifications for each act 
and gain practical and strategic guidance 
for achieving compliance.

Introduction
 A reliable indicator of when a particular 
practice has reached some degree of matu-
rity, or at least adolescence, is the moment 
when the federal government begins to 
regulate it. Perhaps an even greater degree 
of accuracy for discerning that point is 
when regulations are enforced. An illus-
trative example is antitrust legislation, 
which began in 1890 with the Sherman 
Antitrust Act, but was not enforceable until 
the passing of the Clayton Act in 1914. 
Judging by these criteria and allowing for 
the slightly speedier movement of the U.S. 
government in the Internet age, informa-
tion security is on the cusp of its maturity. 
A variety of pieces of legislation have 
reached, or will soon be reaching, their 
compliance deadlines.

The Legislation
 After the headier days of the late 1990s, 
the federal government took steps to curb 
irregularities and risks with a series of reg-
ulations aimed at particular industries or 
practices. Public companies with a market 
capitalization of more than $75 million are 
perhaps most affected by the SOX Act. This 

act, among other things, requires checks 
on the integrity of information involved in 
the business processes that feed into the 
enterprise’s balance sheet. Certain SOX 
compliance deadlines have already passed, 
whereas others are due this year and next.
 Two notable regulations are already in 
full effect. In the health care sector, HIPAA 
requires a variety of measures designed 
to safeguard the privacy of patients while 
facilitating the move to electronically 
stored (i.e., “portable”) medical records.
 The GLBA has provisions already in 
effect that specify how financial institu-
tions can use and share their clients’ finan-
cial information with other organizations.
 The U.S. federal government has not 
left itself out. The GISRA, which expired in 
2002, has had many of its provisions made 
permanent in the Federal Information 
Security Management Act (FISMA). Since 
the Bush administration ordered that 
funding for IT projects be tied to security 
compliance, FISMA has become even 
more critical for both federal agencies and 
the vendors who sell to them. Important 
elements of FISMA include the following:
> The National Institute of Standards and 

Technology (NIST), collaborating with 
federal agencies, develops mandatory 
IT security standards and guidelines for 
nonclassified federal IT systems.

> Agencies develop system configuration 
requirements and provide ongoing 
monitoring and maintenance.

> Agencies test security controls at least 
annually.

> Agency CIOs designate a senior agency 
information security officer to ensure 
FISMA compliance.

> Agencies provide an inventory of their 
IT assets.

 Other regulations are tangentially relat-
ed to the “big four” noted previously. The 
CIPA is a federal law requiring libraries and 
schools to take measures to block minors’ 
Internet access to obscene materials, inap-
propriate e-mail, adult chat rooms, or 
“hacking.”
 California has passed a law, known 
variously as Senate Bill (SB) 1386 or the 
California Database Protection Act. This 
requires companies doing business with 
customers in California to notify them if 
they suspect that any of their customers’ 
personal information has been accessed 
by an unauthorized party. Similar leg-
islation has been proposed in the U.S. 

Congress, although it has not been passed 
yet.
 Finally, the private sector has joined 
in, with Visa and MasterCard regulating 
both their merchants and service provid-
ers. Visa’s initiative is called the Cardholder 
Information Security Program (CISP) 
and MasterCard’s is called the Site Data 
Protection (SDP) program. Both programs 
require that all merchants and service 
providers are assessed for key information 
security best practices and, depending on 
the size of the merchant, evaluate systems 
involved in the handling or processing of 
cardholder information for security vul-
nerabilities.

Key Trends
 Although it may seem that the factors 
driving the passage of these laws are obvi-
ous, it is worth specifying which elements 
within the broad categories of informa-
tion security and privacy are tied to each 
specific piece of legislation. Apart from 
self-evident issues, the regulations address 
concerns about the security of personally 
identifiable information (PII) or account-
ability for IT systems that process sensitive 
material. This is in addition to monitoring 
and maintaining them.
 HIPAA, GLBA, and California SB 1386 
can be placed in the former category. The 
prevalence of identity theft has called 
attention to the security of databases of 
financial or other personal information 
maintained by a variety of institutions. 
This is particularly true when those 
databases are either accessible from the 
Internet or, as is more common, are con-
nected to systems (e.g., Web servers) that 
are.
 The second important trend that is 
driving tighter and more detailed regula-
tions is accountability for IT systems and 
the processes that rely on them. The past 
decade saw an IT expansion the likes of 
which may never be seen again. In addi-
tion, the sheer quantities of IT equipment 
that were purchased provided a serious 
challenge for organizations seeking to 
track their assets. Once critical data and 
processes began to be stored or executed 
on these assets, the seeds were sown for 
both information security vulnerabilities 
and the concomitant legislation.
 This has led to specific provisions in 
several of the regulations described pre-
viously. In the case of SOX, public com-
panies’ chief financial officers and chief 

IMPROVE INFORMATION 
SECURITY AND COMPLY WITH 
REGULATORY REQUIREMENTS
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executives become personally responsible 
for the tabulated results of electronic busi-
ness processes. This made the integrity 
and security of the systems that enable 
those processes critical in ways that they 
were not before. Human auditors can no 
longer provide adequate supervision of 
certain business processes due to the vol-
ume of information. This, automated audit 
mechanisms, highly specific to the related 
business process, are being developed to 
provide the oversight required by law.
 For FISMA, in addition to the afore-
mentioned required IT asset inventories, 
the certification and accreditation of sys-
tems also feeds into a report card issued by 
a House subcommittee. FISMA, however, 
is more directly a response to the 1.4 mil-
lion documented cyber security incidents 
involving federal agencies in 2003. This 
is a statistic from the Federal Computer 
Incident Response Center.

Basic Compliance Strategies
 In general, the following measures will 
address the basic compliance require-
ments for information security regulations:

> Full inventory of IT systems involved in 
the processing, storage, or transmission 
of sensitive data

> Information security policy and a cor-
responding awareness and training 
program

> Privacy policy
> Computer security incident response 

plan

 Beyond these elementary steps, orga-
nizations must determine to which regula-
tions they are subject. Although this may 
seem entirely obvious (i.e., federal agencies 
are responsible for complying with FISMA, 
and public companies must adhere to the 
requirements of SOX), the applicability of 
some of the regulations discussed in this 
article is slightly trickier to determine.
 For example, any organization that 
does business transactions with California 
customers and stores their data on an IT 
system is subject to SB 1386, even if that 
organization is not located in California. In 
addition, companies that have their own 
health or dental plans and store employee 
medical information may be subject to 
certain provisions of HIPAA. Finally, com-
panies that do not consider themselves 
financial institutions may need to be com-
pliant with GLBA if they collect, store, and 
share financial information about their 
customers with their business partners.
 Before moving on to specific legisla-
tion, it is critical to define the terms 
“security” and “privacy,” as they are 
employed here. In the information security 
world, it is often said that it is possible 
to secure information without making 
it private. However, it is not possible to 
keep information private without secur-
ing it. Information security is generally 
defined as the ability to control access to 
information and protect it from accidental 
or intentional disclosure to unauthorized 
persons and from alteration, destruc-
tion, or loss. Privacy is controlling who is 
authorized to access the secured informa-
tion or the right of individuals to keep 
information about themselves from being 
disclosed, depending on the context.

Sarbanes-Oxley 101
 The bulk of current compliance efforts 
at U.S. corporations are likely directed 
toward SOX, which became U.S. law in July 
2002 and section by section has become 
effective. A major deadline passed as 
recently as June 15, 2004, when Section 404 

became effective. Section 404 is perhaps 
the most relevant to information security, 
as it refers to management assessment of 
internal controls for financial processes.
 In tactical terms, this means that 
financial reporting systems must have 
controls that follow internationally rec-
ognized auditing frameworks, such as 
the one provided by the Commission of 
Sponsoring Organizations of the Treadway 
Commission Internal Control (COSO). 
Specific to IT and information security, 
standards such as Control Objectives 
for Information and Related Technology 
(CObIT) and ISO 17799 have been recom-
mended for compliance by the SEC in 
clarification rulings. It is critical to note 
that “financial reporting systems” refers 
to more than simply spreadsheets and 
databases, and includes informal report-
ing channels such as e-mail. Reporting 
systems can potentially include policies, 
plans, processes, systems, and procedures 
of all manners at every level of the organi-
zation.
 Although other types of process devel-
opment may constitute the majority of 
the work in a typical SOX compliance 
effort, information security concerns must 
pervade any successful effort. Section 404 
requires the implementation of controls 
that protect and monitor the integrity 
of financial reporting processes. It also 
requires reporting on the efficacy of those 
controls. In addition, Sections 409 and 802 
have serious integrity-related implications 
for material changes (to the company’s 
financial conditions) and audit records, 
respectively.
 From an IT perspective, SOX compli-
ance can present a confusing situation 
at best. Many CIOs have viewed SOX as 
an audit or financial issue, although this 
interpretation has proven incorrect. The 
primary goal of SOX is to ensure the integ-
rity of financial reporting systems. Nearly 
all of these use IT and therefore must be 
in the scope of any successful compliance 
project.
 IT compliance efforts have generally 
taken a five-step approach for each rel-
evant system:
> Determine how the system will be 

operated and configured once it is in 
compliance, including processes and 
controls.

> Assess the current state of the system, 
performing a gap analysis relative to 
the compliant state.

Regulatory Compliance

> Administrative security
> Policies
> Procedures
> Physical security
> Technical security
> Privacy
> Coding practices

Basic HIPAA Assessment Elements

In addition to process solutions, a wide 
variety of technologies can aid in a 
HIPAA compliance effort:
> Firewalls
> VPNs
> Auditing tools
> Password policy enforcement tools
> Intrusion detection tools
> Encryption tools
> PKI
> Digital signatures
> Authentication technologies
> Other access control devices

   HIPAA Technologies

PROACTIVE
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> Implement any process improvements 
or new controls, and remedy any iden-
tified vulnerabilities.

> Monitor the system to ensure that it  
is in line with the compliance require-
ments (i.e., with vulnerability scanning, 
intrusion detection, or log monitoring).

> Report on the compliance status in a 
format that is intelligible to the audit 
staff or other management.

Information Security and HIPAA
 Compliance with HIPAA, which most 
large health care providers should have 
achieved already, is a complex proposition. 
For the vast majority of enterprises not in 
the health care sector, HIPAA will only be 
relevant to any medical information stored 
about employees or their spouses on the 
enterprise’s IT systems (see sidebars).
 

The first step an organization should 
take is to identify and review all policies 
relating to physical or electronic access 
to the relevant data (i.e., medical records) 
and the protection of that data. The next 
step in the information-gathering phase 
is to create questionnaires that address 
all aspects of data storage, transmission, 
protection, confidentiality, and privacy 
for the relevant data.
 The second step of a compliance effort 
is generally a gap analysis, which com-
pares the current state of data security 
and privacy with “best practices.” HIPAA 
itself has no clearly defined, technology-
related or risk-related standards, so a due 
diligence approach based on best prac-
tices is required. 
 The third step of the plan is generally a 
“compliance roadmap,” which describes 

how the organization plans to close 
critical gaps in security and privacy. The 
actions should be categorized as technol-
ogy implementations, policy changes, or 
auditing procedures.
 This remediation planning should 
also encompass how the organization 
will maintain compliance, which could 
include any or all of the following:
> Auditing 
> Intrusion detection
> Enterprise security management
> Privacy “opt-in/opt-out” 
> Monitoring plan

  In any HIPAA assessment, it is critical 
to note that health care organizations are 
affected by both HIPAA and state laws, and 
that privacy regulations such as HIPAA do 
not preempt state law or other federal law. 
Any state law or regulation that is contrary 
or more stringent than the corresponding 
HIPAA rule retains primacy.
 HIPAA has no proscribed implementa-
tion measures for either its security or pri-
vacy rules, so implementations will vary 
according to the type and size of the cov-
ered organization. Just as with the other 
regulations mentioned in this article, 
best practices need to be implemented 
and followed to achieve compliance (see 
Figure 1).

Options for GLBA
 Most companies should have been in 
compliance with GLBA when the dead-
lines passed in July of 2001 and in May of 
2003. However, newer companies or those 
just starting to electronically store per-
sonal information about their clients may 
still need to take steps to comply. Similar 
to many of the other regulations, compli-
ance with GLBA can be achieved through 
information security best practices in 
general and a few privacy initiatives spe-
cifically.
 The specific compliance issues 
brought up by GLBA pertain largely to 
handling customer information col-
lected via the Web or other sources and 
the sharing of that information. Basic 
security measures for Web sites that col-
lect information from customers should 
be applied, including SSL encryption for 
transmission, cookie encryption, and 
account lockouts. In addition, GLBA 
specifies that customers must be asked to 
explicitly “opt-in” if the enterprise is to be 
able to share customer information with 
other institutions (see Table 1).

Regulatory Compliance

Classify Data Unique User IDs Restrict Access Authenticate Users

Authenticate 
Customers

Log Access Password Reset Provide Logout

Store Encrypted Encrypt Cookies Use Strong 
Encryption

No URL Leaking

No Caching Secure Purging SSL for Transmission Display Restrictions

Use Anaconda Log All Access Use Corp Directory Message Digest (MD) 
for Password

No Secret Display Account Lockout Encrypt All in Transit MD Secret, Encrypt All

Opt-in for users No Caching of 
Confidential Info

Purge all Confidential Minimize Display of 
Sensitive Info

Other Regulations
 FISMA compliance efforts have largely 
centered on key metrics, such as the 
percentage of IT systems that have been 
certified and accredited or the percentage 
of significant new IT investments that inte-
grate security into their lifecycles. Other 
goals are process-related, requiring each 
agency, for example, to have a centralized 
set of procedures to identify, track, and 
correct security vulnerabilities. To coordi-
nate these processes, many agencies have 
hired full-time chief information security 
officers.
 CIPA compliance is a significantly 
easier proposition. Most commercial con-
tent filtering software meets the require-
ments of the legislation, as it has become 
an essential selling point. Certain con-
figuration changes to PCs in libraries and 
schools are also helpful, such as disabling 
administrative access and certain services.
 In the private sector, California SB 1386 
has simpler requirements. The key step 
for any enterprise with California clients 
is to develop and document an incident 

response plan specifying notification pro-
cedures. If such a plan is in place, the orga-
nization may follow its own process, rather 
than the onerous procedures prescribed by 
the law itself. Protecting systems that store, 
process, or transmit personal informa-
tion about organizations’ clients is sound 
business practice in any case, and is the 
only other general rule to comply with this 
California statute.

Enforcement
 Much to the relief of many organiza-
tions and executives, the stiff penalties 
mentioned in much of the legislation have 
not yet been applied systematically to 
violators. This relief may be short-lived, as 
both SOX and HIPAA hold  
out the threat of prison time for execu-
tives who sign off on financial results of 
questionable provenance. The SEC, which 
enforces SOX, will likely not pursue vigor-
ous enforcement until it finishes with the 
Enron and WorldCom cases (and the other 
corporations), who inspired the passage of 

SOX in the first place. Once each provision 
of the law has come into effect and pend-
ing clarification decisions are rendered, 
the SEC should enforce the law pursuant 
to those decisions.
 By contrast, the FTC, which enforces 
GLBA, has already fined companies for 
violating the privacy of their customers. 
The most famous example of this was Eli 
Lilly, which mistakenly did not obfuscate 
the e-mail addresses of Prozac patients on 
a targeted bulk e-mail.
 Another federal agency, Health and 
Human Services (HHS), enforces HIPAA. 
Security provisions are enforced via 
the Centers for Medicare and Medicaid 
Services (CMS), and the HHS Office for 
Civil Rights enforces the privacy compo-
nent of the act. CMS is currently assem-
bling an enforcement staff, writing a 
regulation that outlines the enforcement 
program, implementing the enforce-
ment system, and beginning to accept 
complaints. According to CMS, it intends 
to “provide education and technical assis-
tance to covered entities to help them 

achieve compliance, rather than seeking 
out noncompliant entities and imposing 
fines on them.” If a covered organization 
is identified as noncompliant, CMS plans 
to work with it to achieve compliance and 
would only impose civil monetary penal-
ties if these efforts fail.
 FISMA is enforced by a combination 
of government entities. The Office of 
Management and Budget develops the 
Federal Computer Security Report Card 
for each agency using agencies’ quarterly-
updated plans of action and milestones 
(POA&M) and IT security performance 
metrics. Inspectors general and the 
General Services Administration (GSA) 
also play a role. Additionally, IT security 
is a crucial component of a “green” rating 
on the President’s Management Agenda’s 
quarterly E-Government Scorecard.
 CIPA is enforced by the FCC, which 
withholds the discounts offered by the "E-
Rate" program to schools and libraries that 
do not certify their compliance.
 The enforcement of other legislation, 

such as California SB 1386, is more of a 
question mark. In theory, a corporation 
subject to a hacking incident would be in 
violation of the law if it (a) had California 
customers and (b) could not prove that the 
database containing the customers’ infor-
mation was not inappropriately accessed.
 It remains to be seen how this law will 
be enforced in practice.

Conclusion
 Although it may be quite easy to 
become frustrated by the alphabet soup 
of recent information security regulations, 
everyone from executives to IT personnel 
can take solace in the fact that few of the 
regulations specify any practice that is not 
already part of the information security 
canon. “Best practices” is an overused 
term in the private sector but is nearly 
ubiquitous in these regulations. By taking a 
sensible, standards-based approach, orga-
nizations can both improve their informa-
tion security and comply with the vast 
majority of regulatory requirements. After 
that, the targeted compliance measures for 

what the regulations that the organization 
is covered by become much more manage-
able.  

Additional Resources
> Verisign: www.verisign.com/
> American Library Association: Child 

Internet Protection Act: www.ala.org/
cipa/

> United States Computer Emergency 
Readiness Team: www.us-cert.gov/fed-
eral/
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THE SPECTER OF MULTIMILLION-
dollar fines for regulatory non-
compliance is a definite motivator 

when it comes to data retention. And there 
are equally drastic consequences, includ-
ing negative impact on customer service, 
costs, productivity, and speed to market 
if data is inaccessible. But while we’re all 
aware of the urgency of setting policies, 
implementing technology, and instituting 
processes to manage data effectively, new 
complications are increasing the challeng-
es and threatening your business. 
 The problem itself has actually changed 
shape. The familiar graph showing 
exponential growth in volume no longer 
represents the full scope. One issue is 
the expanding range of types of data that 
businesses must preserve and access. 
There are electronic documents such as 
contracts, invoices, and presentations, 
as well as CAD/CAM designs and certain 
types of digitized information such as check 
images, blueprints, historical documents, 
medical images, video, instant messages, 
and photographs. Increasing volumes of e-
mail, e-mail attachments, source code, and 
Web content add to the complexity of the 
challenge. 
 Top of mind are e-mail retention 
efforts because of mandatory compliance 
requirements, and business best practices 
so that companies can mitigate risk. 
Additionally, it makes sense to be able 
to exploit data assets for increased 
productivity and to keep a record of 
communications with customers, partners, 
suppliers, and employees; and there 
is future value in providing access to 
“corporate memory.” 
 More than 10,000 federal and state laws 
and regulations mandate the maintenance 
of electronic information – and that’s in the 
United States alone.
 In the fi nancial industry, Sarbanes-

Oxley and new SEC rules are driving 
changes; and in health care, HIPAA, PHI, 
and Part 11 are changing the storage and 
management of data; EPA and ISO are 
mandatory for manufacturing fi rms; as are 
FDA requirements for CGMP, and 21 CFR 
Part 11 Life Sciences for pharmaceutical and 
medical device companies (see Figure 1).
 In addition, for every industry, speed 
to market and effective knowledge 
management are business-critical issues. 
And across industries, the increasing 
consolidation of IT environments, 
specifi cally database consolidation, is 

creating larger data stores where aging 
algorithms are required to maintain the 
performance of business applications. 
 Avoiding legal and regulatory 
consequences is the negative side of the 
story. The positive side is that storing and 
managing information in strategic ways 
is critical for an agile, effi cient enterprise. 
Many businesses have initiatives in 
progress to address both the requirements 
and the opportunities. 
 One response is storage expansion. 
According to a study by the Meta Group, 
the average business is growing storage 
capacity by about 45% annually, as 
opposed to 30% at the beginning of 2003.
 A word of caution here: expanding 
storage capacity alone is not an effective 
solution. Business policies must be shaped 
to solve the problem, and information 
lifecycle management (ILM) is essential. 
We’re all hearing the term frequently these 
days and in many contexts. Our defi nition 
here is that ILM is the process of managing 
data throughout its life cycle, according to 
the value of that data to the business. 

ILM

COMPLIANCE, BUSINESS CONTINUITY, AND INCREASING BUSINESS AGILITY 

B Y  DA N  S O C C I  

 It’s very important to understand that ILM is not simply a 
matter of placing data on the most appropriate, cost-effective 
storage media during its life cycle. In fact, in order to be truly 
successful with the design and implementation of your ILM 
solution, it is important to remember that only about 25% of 
the challenge is about the selection of products. Key to getting 
it right is implementing the right business processes and 
supporting them with the right tools. 
 Data must be stored based on the objectives of the 
business. How the data is used, its value, and how its usage and 
value can change over time are all critical to effective ILM. The 
implementation of these processes may encompass content 
identifi cation, backup and recovery, replication, archiving, data 
migration, and data distribution as well as robust indexing and 
search functions and processes for permanent removal of data 
(see Figure 2). 

 An effective ILM solution is composed of an interconnected 
set of business processes, storage components, and data 
and storage management applications. The fundamental 
steps to achieve this are defi ning the business processes and 
designing and implementing the architecture to support them. 
A successful ILM solution is a phased approach that can scale 
and adapt with changing business needs. Only after the initial 
design of the business processes is completed should your 
efforts turn to the careful selection of the right hardware and 
software to support those processes. 

Essential Steps for Developing an ILM Strategy
 ILM is not something you buy off the shelf. A number of 
steps are critical to developing a successful ILM strategy. For 
example, an initial assessment and planning stage is necessary 
to determine the needs of the business, the scope of the 
project, custom solution design, and requirements for such 
essentials as administrator training and ongoing security.

The Make or Break Role of 
Information Lifecycle Management 
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Figure 2:  Information lifecycle management (ILM)

Figure 1:  The data minefield
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  The following section briefly describes 
some of the steps vital to developing your 
strategy and examines their significance 
within the overall ILM solution. 
> Application, data, business, and regu-

latory inventory: During this extremely 
important first step your team needs to 
evaluate your applications, your data, 
and its value, and build an inventory of 
the candidates for ILM. 

> Solution design (capacity and perfor-
mance planning, hardware selection, 
network integration): Once target 
applications and the data stores are 
identified, the existing business pro-
cesses must be reviewed and adjusted 
to ensure the value of the data is 
reflected. The value of the data is 
influenced through regulatory require-
ments, business needs, and cost fac-
tors. After the business processes are 
properly designed to meet all needs, 
basic metrics such as total capacity 
required, throughput, availability, and 

response time are used to design the 
supporting architecture. The team 
must also consider factors such as the 
skill base of the existing system admin-
istration staff, the potential for existing 
hardware to be repurposed, and busi-
ness continuity requirements as they 
design a solution customized to fit your 
business needs.

> Security audit: The team must ensure 
that security matters are addressed in 
the design of the initial solution. This 
includes defining processes for ongoing 
security reviews and patch updates.

> Document retention policies: Once the 
solution architecture is in place, addi-
tional business rules must be defined 
to drive the movement of data between 
the various tiers of storage and signal 
the appropriate time for data deletion. 

> Chain of custody: Data must often be 
retained and remain accessible even 
after the application or computer 
platform that generated it is retired. 

In these cases, your team will need to 
transform the data as it moves to dif-
ferent storage layers and validate that 
each transformation maintains the 
integrity of the data from an end-user 
perspective as well as from a legal and 
regulatory perspective. 

> Auditing: To ensure that your com-
pany is in compliance with all relevant 
information and retention regulations, 
your team will need to examine the 
auditing requirements of each applica-
tion, which may include logging system 
administrators’ activities, logging the 
activities of regulatory users, and track-
ing all operations on data. 

> Billing and charge-back: Knowing the 
cost of data storage, and charging it 
back to the proper business units, is a 
key component (and opportunity) of 
ILM. Your team will need to evaluate 
the requirements and design a solution 
around the utilities provided by your 
solution.

> Backup and disaster recovery: Ideally, 
ILM is a fault-tolerant solution that 
automatically creates and maintains a 
redundant copy of each document. If, 
however, further degrees of redundancy 
are required, you will need to evaluate 
the business continuity requirements 
for each segment of your data and 
develop appropriate backup and repli-
cation strategies.

> Customization: Designers and develop-
ers should be able to customize any 
element of your enterprise applications 
– from user interfaces to connectors 
and additional data processing – to 
ensure that the entire system works 
smoothly in an ILM environment.

The ILM Imperative:
Summary and Conclusion 
 The explosive growth of static data 
and the need to store and access it 
effectively are challenges that are here to 
stay. By implementing an ILM strategy, 

IT management takes a proactive step 
toward making information work for the 
organization in the most effective way 
possible. 
 A successful ILM solution extends the 
business value that storage provides to the 
company; supports business compliance 
with government regulations that mandate 
the retention, access, authenticity, and 
privacy of business information; improves 
business continuity; and increases 
business agility. 
 In summary, an effective ILM solution 
must provide: 
> A solid set of business processes  

designed around the value of the data 
and the business needs for that data.

> Links between business-critical applica-
tions and processes and the adaptive 
storage infrastructure (to ensure that the 
right data is available anywhere at any-
time according to its business relevance)

> An adaptive storage infrastructure that 
supports different classes of storage 

based on how the data is used during 
its life cycle 

> Enterprise storage applications that are 
designed to simplify the management 
of complex storage infrastructures

 To achieve an effective ILM solution 
that will scale and adapt as business needs 
grow and change, you must make careful 
choices when developing your business's 
ILM strategy, ideally before selecting 
the appropriate hardware and software. 
Consideration must be given to an initial 
needs analysis, detailed project scoping, 
custom solution design, a security audit, 
administrator training, and ongoing services 
to ensure the correct operation and evolution 
of your solution according to the unique 
goals and requirements of your business.   
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Storage Area Networks (SANs) have 
enormous potential to impact much 
more than storage management. 

SANs can and should serve as the infra-
structure for utility-based processes for the 
entire IT organization. 
 Today, this potential is at risk due to 
the inherent complexity in managing SAN 
changes, such as adding a server, a switch, 
or a redundant path between devices. 
Resolving the SAN change management 
problem holds great benefits, including:
> Operational efficiencies in managing 

and growing SANs
> Risk reduction 
> Adoption of advanced technologies 

that facilitate consolidation, virtual-
ization, resource efficiencies and 
utility-based manage-
ment 

 The current state of 
SAN complexity is an 
obstacle for scaling the 
SAN and using it as a 
shared infrastructure and 
the basis for future IT 
improvements. SANs must 
provide reliable and dynamic 
service to the IT and business organiza-
tions so lines of 
business can rely on storage to be an 
always-available utility. However, this is 
not an easy task, and storage teams at 
medium and large IT organizations are all 
facing the same challenges – how to:
>  Maintain 100% application availability 

while applying SAN changes
>  Reduce SAN management inefficien-

cies and support growth without addi-
tional resources 

> Integrate SAN management into 
standard IT management procedures 
through the IT operations team

 Storage administration staffs that man-
age storage networks are beginning to 
realize that these challenges are difficult to 
overcome using methods available today 
or by adding more people to the teams. 
The core limitation of current methods for 
changing and growing SANs stems from 
the sheer number and complexity of SAN 
access paths and their interdependencies. 
How will organizations determine the 
impact of local device changes on end-to-
end access paths? SAN complexity increas-
es exponentially as the SAN grows and as 
new technologies and additional people 

become involved in the process. This 
challenge has storage administrators 

searching for solutions in SAN manage-
ment software that will allow them to 
maintain availability while reliably chang-
ing and scaling their storage to meet busi-
ness needs. The solution requires:
> Monitoring and troubleshooting SAN 

changes and understanding their 
impact 

> Understanding the impact of past 
changes on access paths

> Conducting root-cause analysis to 
accelerate problem resolution 

> Automating planning and performing 
simulation to detect errors before they 
impact the SAN 

> Capturing access-path events and 
change history for auditing and regula-
tory compliance

 Most IT staffers have found themselves 
poorly equipped to confront the complex 
maze of access paths in an end-to-end 
SAN, armed with only archaic spread-
sheets and manual tools. Adding staff has 
not been the answer, since analyzing the 
vast number of logical and physical inter-
dependencies winding through the SAN 
gets even more complicated when more 
people are involved in the change process. 
 Without a change management frame-
work to validate and automate the change 
process, the enterprise remains at risk of 
downtimes, brownouts, security breaches 
and loss of customer confidence. A recent 
survey from an IT newsweekly found that 

managing the complexity of storage 
networks is one of IT’s top chal-
lenges. Even a small SAN can have 
tens of thousands of potential con-
figuration states. A seemingly minor 
fabric configuration mistake or error 
in volume masking or cabling can 

prove devastating, causing data corrup-
tion, breaching security and wasting hours 
of productivity in troubleshooting. 
 Studies have shown that 25–35% of 
changes made to a SAN have at least one 
error, which could be in cabling, port con-
figuration, LUN masking, etc. Many errors 
– such as lack of redundancy – may remain 
hidden from view, since data continues to 
flow until the second path is jeopardized. 
 Current SAN management tools fail to 
assist the storage administrator in achiev-
ing one of the enterprise’s top require-
ments – end-to-end availability. For a 
business to realize the full value of a SAN’s 
economy of scale, storage managers must 
be able to make changes accurately and 

Utility Computing

PAVING THE WAY FOR UTILITY COMPUTING WITH SAN CHANGE 
MANAGEMENT PROCESSES AND TECHNOLOGY

B Y  A S S A F  L E V Y

Will SAN Complexity Keep Storage 
Networks from Scaling Up?

quickly to keep pace with business requirements. Device monitoring, 
provisioning, disk utilization, and other software tools provide capa-
bilities that can never be used if the SAN is unstable. 
 Storage Resource Management (SRM) tools focus on asset man-
agement and storage utilization to provide file systems and database 
utilization levels. However, these capabilities are ineffective if the SAN 
infrastructure is flawed according to storage analyst Steve Duplessie, 
founder of Enterprise Strategy Group. SAN change management is a 
prerequisite “to make all previous investments you have made in stor-
age management, network management, and application manage-
ment finally return on your investment.” 
 Most storage management problems – and certainly the most 
complex ones – relate to performing changes. Manual tools are still 
used to manage changes and are not replaced by SRM tools. SRM 
software gives IT and storage staffs the impression that they have 
control over their SAN. In reality, they fail to deal with a SAN’s inher-
ent complexity and the difficulty in managing SAN changes. 
 Urgent and planned changes take days and weeks to complete 
and storage staffs lack a way to validate changes to ensure that they 
were made accurately, with accordance to the plan and without 
any painful downtime. Change cycles for SANs average 10 – 12 days 
for anticipated changes, and as much as four days for emergency 
changes. The problem isn’t just in validation of the changes and 
troubleshooting and fixing errors. Storage administrators lack effec-
tive control over the different IT groups – such as storage, operations, 
switches, networking, and cabling – often dispersed across the organi-
zation. Control becomes particularly challenging when change direc-
tives must be performed in a precise sequence across these disparate 
groups.
 Sadly, the very investment a company made in SAN infrastructure 
to improve storage efficiencies has become an operational log jam, 
threatening productivity, business continuity and loss of client confi-
dence. 
 The solution comes in managing and automating the change 
process. According to analyst firm Gartner, “improving IT change 
management processes is generally considered one of the best invest-
ments an enterprise can make. Companies that don’t properly man-
age IT changes lose time, money, and efficiency and are subjecting 
the entire business to undo risk.”
 Software that detects fatal errors before, during, and after SAN 
change has recently come onto the market and has been deployed in 
some of the largest SANs in the world. This software technology con-
tinuously maps, simulates, and analyzes the entire storage network in 
order to troubleshoot errors and find their root causes. Such predic-
tive SAN change management reduces operational complexity, costs, 
and risk and improves SAN availability, assurance, and customer con-
fidence. 
 Here is a breakdown of how a predictive change process is imple-
mented through SAN change management software:
> SAN change validation: An analytical impact model is applied 

for every SAN change and reports back to the administrator any 
changes to the SAN along with their analyzed impact on the 
access path availability, performance, and security. 

> SAN change troubleshooting: Whenever a problem is discov-
ered during the validation phase, its root-cause can be analyzed 
instantly, and step-by-step roadmaps to resolution are generated. 
This enables the appropriate fix to take place quickly with very 
limited impact on service level, potentially before the user is aware 
of any problems.
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> SAN change audit: The change man-
agement framework enables the cap-
ture of the entire change history of 
all processes and events, in order to 
generate management summary and 
trending reports, troubleshoot and 
validate change implementation, and to 
facilitate the documentation and audit 
capabilities of all change history and 
processes. This is increasingly important 
as IT comes under scrutiny to provide 
highly reliable access to information.

> Planning: Planning ahead and simulat-
ing future changes makes every future 
change process a predictable and 
deterministic process. By employing 
change management software with 
predictive capabilities, the storage 
administrator quickly captures and 
details all required change tasks and 
actions with their future impact on 
access paths. 

> Tracking: The software assists in 
delegation and coordination of the 

activities of departments assigned to 
implement change tasks. The software 
also logs and tracks every configura-
tion change in the SAN and validates 
that change tasks have been made cor-
rectly, in the proper order and manner, 
through continuous analyzing of the 
network. 

 Structured change management’s ben-
efits promptly become clear when com-
pared in real life with previous methods, 
improving accuracy, operational efficiency, 
and accelerating change times. 
 Looking to the near future, where 
utility computing promises to bring new 
efficiencies to organizations, providing 
on-demand delivery of applications, com-
putational power, and storage to business 
units – change management software 
is essential. Utility computing is based 
on the ideas of flexibility and efficiency 
from dynamic allocation of resources 
to generate competitive advantage and 

reduce IT costs for enterprises. This of 
course increases the need for accurate and 
dynamic changes to storage environments.
 Although utility computing is still in 
its nascent stages, many IT organizations 
are already taking first steps toward utility 
computing-based service delivery. These 
steps usually include changing internal 
billing to charge for resources used, as well 
as application consolidation and sharing 
of infrastructure and applications. Some 
companies are taking advantage of on-
demand pricing from their vendors by pur-
chasing products and services according to 
actual usage. 
 To support the utility computing 
change, IT departments are evaluat-
ing software and hardware technologies 
to assist in on-demand service delivery 
including storage networks, server clusters, 
and applications sharing. These technolo-
gies promise to provide better resource 
allocation to meet ever-changing business 
needs.

SAN Change Management 
Enables Utility Computing
 Establishing successful utility comput-
ing service delivery depends on the con-
trol and reach of the storage networking 
environment. SANs were one of the first 
utility computing–enabling technologies 
to become mainstream for many organi-
zations. SANs today have been used for 
data center and organizational consolida-
tion and, if well-managed, can supply the 
infrastructure to support dynamic storage 
changes through centralized storage prac-
tices and control.
 Utility computing’s on-demand deliv-
ery of applications cannot take place 
without an underlying storage networking 
infrastructure in which: 
1. Changes can be made quickly and 

accurately 
2. There is full control over the change 

process to attain 100% availability of 
the SAN during any change – large or 
small.

 Change management supports the 
transition of SANs into an on-demand 
environment by reducing the risk of 
business disruptions through better SAN-
change planning, predictive assessment, 
and continuous validation of changes. 
Additionally, it can increase management 
efficiencies by freeing the SAN architect to 
manage the architecture and policies and 
become better attuned to the needs of 
internal clients to make SANs an always 
available utility without adding opera-
tional resources. 

Conclusion
 As demands for storage capacities rise 
(the Meta Group has projected a 40–60% 
annual increase in storage capacities 
in enterprise data centers), and as util-
ity computing becomes increasingly 
dynamic, more SAN changes will be 
required to be performed in a shorter 
time period, and the technical complexity 
of networked storage environments will 

multiply. The confidence of IT profession-
als in them will likewise diminish without 
help. Change management technology 
is required to accelerate the delivery of 
on-demand SAN service and support on-
demand application delivery.
 More and more companies are evalu-
ating the need for IT change frameworks 
to incorporate change management ana-
lytical validation models. As the next gen-
eration in management software come 
of age, IT will be able to make the move 
to the first change management solution 
for SANs. The most innovative enterprises 
will take advantage of this opportunity to 
control and validate their change process 
helping the SAN reach its promise.  
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“Most storage management problems – 
and certainly the most complex ones – 

relate to performing changes”
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STORAGE NETWORKS HAVE 
BECOME critical components of 
corporate computing environ-

ments. Regardless of the type of storage 
technology, these networks have been 
designed as if the storage environment 
and all of the components are already 
secure because security is provided by 
other networked systems. Most storage 
vendors, storage application developers, 
and storage network designers/engineers 
operate under the false and dangerous 
assumption that storage networks are 
both safe and protected from malicious 
activity. What’s true is that storage net-
works are just as safe as any other unpro-
tected network. It takes only a single 
exposed entry point for an attacker to 
gain access to a storage network and 
compromise everything the organization 
is trying to protect. 

Elements of Security
 There are several basic elements to 
consider when discussing security. The 
typical security elements that must be 
addressed by any secure solution are 
authentication, authorization, auditing, 
integrity, encryption, and availability/sta-
bility. 
 Most storage product vendors support 
these elements to some degree, but not 
in any uniform, standards-based method. 
Typically, product vendors focus on only a 
single component of a storage network, so 
they only provide for selected elements of 
security based on a single scenario. This 
limited focus has a direct impact on the 
user’s environment as a whole. 
 A complete and secure storage solu-
tion must address each element of secu-
rity. The solution must also address the 
growth and evolution of the storage envi-
ronment. In order for products to func-
tion together, the newer versions often 
operate in some form of backwards-com-

patibility mode. This effectively reduces 
the security of all of the storage products 
to that offered by the oldest, and most 
likely, the weakest version.  
 The problem doesn’t end with back-
wards compatibility. The storage network 
environment includes network and host 
elements that are part of the overall cor-
porate computing environment and may 
even provide backbone functionality (in 
the case of switches). These elements are 
often overlooked as part of the overall 
security posture.
 Overlooked items in terms of security 
include the storage products themselves 
as well as any other networking or host 
equipment that is used to make the envi-
ronment function. If any one of these ele-
ments can be replaced, Trojaned, or sub-
verted, then the entire environment is at 

risk. While lesser degrees of security may 
be applied to an environment that is fully 
contained or localized, the decision to do 
this and the assumptions made about the 
design must be understood and recorded. 
Otherwise, future environmental and 
functional design changes may fail to take 
previous design assumptions regarding 
security into account.

Security and the SNIA Shared 
Storage Model
 By addressing security in the context 
of the layering scheme of the SNIA Shared 
Storage Model, we can easily identify 
areas where the elements of security can 
be applied. 
 If we break the model down into its 
component parts we can begin to identify 
where elements of security should be 
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applied to the SNIA Shared Storage Model 
(see Figure 1). Determining whether or 
not one or more of the elements of secu-
rity may be required for the individual 
layer and how that security is going to be 
achieved is the important part.

Applications
 Applications are used to run storage 
devices, manage storage components, 
move data, and perform any one of a host 
of other functions needed for the devices 
and products in a storage network to func-
tion. In effect, every component that makes 
up a storage network is made up of appli-
cations. Therefore, each application must 
be examined in the context of its ability 
to be used to attack or defend the storage 
network. The determination of how security 
applies to individual elements of the stor-
age network will most effectively be made 
at the application level.

File/Record Layer
 Without proper authentication, autho-
rization, auditing, integrity, and availabili-
ty the components of the file/record layer 
would easily allow an attacker to bypass 
security in a number of ways. 
 Typically, the components of the file/
record layer have many of the elements 
of security built into them. The issue 
is that the elements of security within 
these components can be safely ignored 
if functionality is the only consideration. 
Databases and file systems are often con-
figured “out of the box” with little in the 
way of applied security options enabled. 
This is due primarily to the fact that 
default installations do not require that 
either the database or the file system it 
uses be configured in any way other than 
simple defaults.
 Whether CIFS, NFS, SQL, FTP, or some 
other proprietary protocol is used, there 
are risks with the types of communication 

that are routinely established in the file/
record layer of storage networks. These 
protocols are integral to the file/record 
layer components and their security 
components for their ease of deployment 
and with which disparate systems can be 
integrated into a shared environment.

Block Aggregation
 The interoperability and compat-
ibility issues that come from integrat-
ing disparate host, network, and device 
components often introduce new security 
challenges within the block aggregation 
layer. Each of these components requires 
some level of security to function safely 
and properly. These components must 
address security at both an individual as 
well as a unit level. These components 
may all come from different vendors that 
have made different design assumptions. 
The overall storage network design may 
call for certain component level capabili-
ties that simply do not exist within the 
component used.

Storage Devices
 By themselves, storage devices are 
basically inert objects that await com-
mands from some form of controller 
(disk, server, storage, etc.). Yet they can 
understand device drivers, they can 
understand function calls, and they 
can establish communication to other 
devices. Therefore, it is important to 
understand how these devices function 
and how they could be compromised. For 
example, an attacker could use this capa-
bility to install rogue applications in vir-
tually any location on a storage network 
– because that rogue application could 
interface directly with the storage devices.

Authentication
 Authentication methods for storage 
networks like Simple Name Servers, basic 

end-user authentication, and hard-coded 
username/password combinations are 
simplistic and easy to defeat. 
 Authentication should encompass not 
only the users of storage systems, but also 
the devices and applications with which 
the storage system interacts. In many 
environments, any component of the 
storage network can be replaced or added 
without authentication. And in others, 
storage applications can be introduced 
into the environment with no form of 
authentication other than communicat-
ing with the appropriate protocol or utili-
zation of an accepted SDK or API.
 Storage networking components can 
be easily attacked due to weaknesses 
within their authentication mechanisms. 
Even environments that have deployed 
advanced forms of authentication can be 
attacked if the implementation of these 
mechanisms is faulty. The strength of 
any authentication mechanism is based 
on the quality of the implementation 
and the strength of the credentials. If the 
credentials are weak, or if authentication 
data is exposed due to faulty implementa-
tion, the mechanism itself can and will be 
defeated.

Authorization
 In the case of pure networking com-
ponents, the authorization components 
are built into the networking gear and 
may or may not be tied into the advanced 
authentication/authorization systems 
that are in common use in larger net-
works today. In the case of multi-vendor 
storage networks, there is a wide variety 
of authorization implementations due to 
the wide variety of storage hosts, storage 
devices, and the file system and database 
components.
 User, application, and system 
authorization are all critical to the secu-
rity of the overall storage environment. 
Administrators must ensure that autho-
rization information is not lost during 
transit from the originating system (the 
storage client) through some form of 
intermediary (a storage controller, cach-
ing engine, etc.) and eventually to some 
form of storage device. It is also impor-
tant to ensure that the credentials that are 
associated with user access are appropri-
ately understood by all elements of the 
storage environment and that they can be 
acted upon (i.e., user rights, disk quotas, 
or specific file system attributes).

The Storage Security Problem
 … AND HOW TO PROTECT YOUR NETWORK
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Figure 1: Layers of security (right) map closely to the SNIA Shared Storage Model (left)
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Figure 2: Security elements in storage network design

 Authorization works best when it 
reflects discrete roles, which encompass 
users, devices, and applications within 
the environment. Controls around autho-
rization must be designed with the overall 
environment in mind. This makes it dif-
ficult for administrators of existing stor-
age networks, especially early adopters 
of storage technologies, as many of the 
components that currently exist may have 
been inherited and therefore may not be 
fully understood. 
 Failure to identify how and when 
objects or resources need to be accessed 
during design will result in lax or non-
existent access controls or authorizations. 
For example, access to critical files, espe-
cially log, temp, cache, configuration, and 
database files must be closely guarded 
and limited to privileged accounts. If 
these files are not protected with proper 
access controls, or if the access controls 
can be bypassed in some way, users can 
essentially gain access to data that may 
allow them to elevate their privileges.

Auditing
 The ability of the systems within the 
storage environment to capture and 
retain log information pertaining to 
access and modification of data is para-
mount to the security of the overall envi-
ronment. 
 All storage network components must 
be able to capture and maintain log infor-
mation, either remotely or locally; this 
includes networking components, hosts, 
storage devices, and storage applications. 
While these various components of the 
storage environment may capture and 
record log information in different ways, 
they must have the capability to log perti-
nent information in context. 
 Additionally, the ability to log both 
remotely and locally is important for 
trend analysis and shared security infra-
structure. In order to understand security 
threats and manage security breaches, the 

administrator should create a mechanism 
to allow containment of a remote logging 
device for the storage network to identify 
trends, anomalies, and suspicious activ-
ity. Most storage products today relegate 
logging and log reporting to other compo-
nents of the storage network. While many 
storage applications and storage products 
have some capability to capture and 
display log information, standards and 
formats are inconsistent, and the amount 
and quality of detail vary widely. 
 Many systems are completely propri-
etary in nature, making the import and 
export of logging data into a third-party 
system difficult. As with other networks, 
many storage network environments sup-
port only limited logging capabilities, and 
administrators tend to accept the default 
configuration. In other cases logs are not 
properly protected or may be accessed by 
users, even those with limited privileges. 
Malicious attackers know this, and take 
advantage of both the product’s default 
logging features (which are limited) and 

the average administrator’s reluctance to 
change them. As a result, attacks some-
times go unnoticed. This dynamic presents 
opportunity for attack of both storage tech-
nology (hardware and software) as well as 
the networking gear that supports the stor-
age network (routers, switches, and hosts).
 Sometimes the simplest solution is 
the best one. Since the de facto standard 
for logging of information throughout the 
computing industry is syslog, it would 
be ideal for storage network components 
and applications, in the future, to have 
some means of delivering log information 
in this format.

Integrity
 It goes without saying that storage 
security must not in any way compro-
mise the storage environment or the 
data it manages. This requires that the 
system provide some means to confirm 

that integrity has been maintained over 
time. While storage solution vendors 
provide some means for ensuring integ-
rity through their product offerings, the 
integrity of the system remains open to 
compromise because there is no account-
ing for the integrity of the networking or 
switching components that provide the 
storage system’s foundation.
 To the trained security professional 
(or malicious attacker), these network 
components are obvious attack points. If 
the storage vendors don’t provide helpful 
security guidelines for the secure deploy-
ment of their components, their custom-
ers are at risk. 
 The integrity of the components of the 
storage network and the configuration of 
those components is just as important as 
maintaining data integrity. If an attacker 
can Trojan or replace a component of the 
storage network, then he/she can force 
nearly any change that is desired into that 
network, up to and including capture or 
destruction of data.

Encryption
 Data encryption for storage networks 
is still in its infancy. Few storage network 
architectures take advantage of the ben-
efits of encryption, which can be blamed 
to some degree on design considerations 
and functionality tradeoffs when encryp-
tion is put to use. The process of encrypt-
ing data can be very costly and the 
tradeoffs significantly impact the perfor-
mance of any network. Encryption brings 
with it the requirements to both protect 
encryption keys and escrow them in the 
case of a catastrophic system failure. 
While a malicious user may attempt to 
steal an encryption key and thus be able 
to steal usable information from a stor-
age network, it is a far greater risk that in 
the event of a system failure the loss of an 
encryption key could render all data upon 
a given disk array completely irretriev-
able.
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“Security plays a vital supporting role 
in enterprise storage networks”

 Assuming design considerations and 
functionality issues are resolved, encryp-
tion is not a security panacea. Encryption 
can protect against data theft, prevent 
certain forms of hijacking of data, protect 
network traffic, and even prevent attack-
ing systems from successfully commu-
nicating with intended targets. However, 
encryption cannot protect against the 
willful destruction of data, which can still 
be deleted or tampered with in a fashion 
that will render it useless. 
 As a security best practice, storage 
environments must have the ability to 
encrypt data both in transit and at rest. 
Since storage environments can be used 
in many different ways and can have 
many different customers, steps should 
be taken to ensure that data is encrypted 
before it even reaches the storage net-
work. This does not remove the respon-
sibility for providing this capability from 
the storage vendor, but it is also good 
practice on the part of the eventual end-
user of the environment. This is especially 
important for users of shared storage 
environments.

Availability/Stability
 Availability and stability of systems 
are hallmarks of successful products. 
Unless alternatives are limited or non-
existent, users will not put their faith in 
products that are regularly unavailable or 
are often thrown into an unstable state. 
Many storage solutions are susceptible to 
simple denial of service (DoS) or flooding 
attacks. The likelihood of these attacks 
occurring is reduced only by the location 
of the storage network. As storage net-
works proliferate, they have a tendency 
to migrate towards the edge of corporate 
networks, increasing the likelihood that 
they come under attack. Furthermore, 
DoS attacks and flooding attacks are 
common methods used to force systems 
into an unstable state or force systems to 
invoke a down-level protocol. This can 
be part of a larger attack that necessi-
tates the target being weakened in some 
way. Smart attackers can target relatively 
unprotected storage networks in order 
to compromise other corporate informa-
tion networks or assets.
 Overall system security is a require-
ment for any environment in order to 
guarantee availability and stability. If the 
environment cannot resist even simple 
attacks, then it cannot be maintained in 

an available state. In the case of some 
storage network and some storage prod-
uct designs, availability is addressed 
by simply supplying more of the same 
resource to the resource pool. This will 
not protect the storage environment from 
automated attacks or malicious mobile 
code; it will simply result in more of the 
same type of resource being damaged. 
The end result will still be a storage net-
work that is unavailable.

Elements of Storage Design
 Storage network design must take 
security of both the environment and the 
data into account. Figure 2 describes a 
simple storage design that spans multiple 
networks, and presents configurations 
that enable communication for this type 
of network along with potential security 
risks.

Storage Network Design
 As the demand for storage technology 
increases, it makes economic sense to 
combine the benefits of storage networks 
with those of existing network invest-
ments. Without proper planning, doing 
this can actually have negative effects on 
the security of the existing enterprise net-
work. 
 Some aspects of a storage network 
design may look similar to an Out-of-
Band (OOB) management network. In 
these cases the storage network may 
effectively transit many different security 
zones, providing attackers with access to 
a transit network that bypasses security 
from externally attached networks into 
the core. Most attackers understand the 
basics of network management, of which 
storage solutions may be considered a 
part, and know how to take advantage of 
the protocols and applications used to 

communicate between these systems and 
environments.
 As stated previously, the storage 
devices and applications may not be 
the ultimate target of attack, but their 
vulnerability to attack may make it easy 
for an attacker to reach resources on the 
attached enterprise network. In this case, 
attackers rely on the fact that adminis-
trators may cut corners in order to make 
multi-vendor networking and storage 
technologies work together. 
 The converse may also be true. In 
environments that have grown to depend 
on storage technology, it is quite possible 
to introduce connectivity into the storage 
environment from unanticipated sources. 
This is a danger in any network, but even 
more so in storage networks, as many of 
the components of storage technology 
within them are critically dependent on 
the security of the storage environment 
being maintained.

Product Functionality/Interoperability  
 Interoperability and functionality 
are issues that have plagued network 
and host systems for years. In the case 
of storage networks it is again an issue 
of balancing security needs with system 
requirements of stability, functionality, 
and performance. Some storage products 
require such specific configurations that 
the introduction of some security tech-
nologies has a deleterious effect on sys-
tem performance. In the case of a local-
ized storage network the risks of allowing 
some protocols or some types of system 
configuration are relatively limited as 
the environment is known and well con-
tained. But, when an environment of this 
type is expanded or connected to other 
networks, the previously acceptable risks 
become security nightmares.
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 Many storage products actually introduce considerable secu-
rity risks to a network if all of the functionality of the product is 
enabled. Some simple examples of this are Web-based manage-
ment, SNMP-based management, and the use of a large number 
of ports for communications between product components. 
Fortunately, each of these issues is easily resolved, but in some 
cases they require additional layers of protection and design. 
Many of these issues could easily have been prevented by the 
vendors through more secure product design.
 Additional issues arise when product vendors base their 
product design on third-party solutions. For example, storage 
controllers are dependent on the base operating system upon 
which they run. If that OS is taken down frequently due to patch 
administration and upgrades, the stability and functionality of 
the storage solution are reduced. 
 The problem of product maintenance quickly becomes 
extremely complex. If the vendor is responsible for support of 
both the storage component and the supporting infrastructure 
(the OS) component, then that vendor must devote resources to 
both understanding the patch cycle of the components and man-
aging each product’s maintenance schedule. The vendor must 
also develop methods of updating the product in a fashion that is 
easily understood by the eventual end user, who may be a storage 
operations engineer or a systems engineer.
 If the vendor product team is not responsible for the main-
tenance of the component, then both the component and the 
storage product are exposed to those attacks to which the com-
ponent may be vulnerable. Unfortunately, it takes only a few days 
or weeks for attacks to spread among attackers, often leading to 
a simple attack vector becoming executed against every buyer of 
a given product line, while the victim companies await the fix or 
patch from the vendor.

Applications
 Storage applications cover the implementation of everything 
from commercial off-the-shelf (COTS) applications to proprietary 
applications developed in-house, to software development kits 
(SDKs) and application programming interfaces (APIs) used to 
enhance storage solutions. These applications represent major 
components of the inner workings of the storage environment. 
As a result, they are all the more attractive to attackers and have 
become the favorite targets. 
 Application attack techniques have advanced exponentially in the 
last few years. Unfortunately, quality engineering, testing processes, 
and security awareness within software development teams has failed 
to keep pace. Developers of storage solution software and storage 
applications, both commercial developers and in-house development 
teams, often fail to consider what would happen if an attacker gained 
direct network access via the storage application or device.

Conclusion
 Security plays a vital supporting role in enterprise storage 
networks. As storage networks proliferate and become more 
integrated within the enterprise network, companies need to put 
appropriate security plans in place to adequately protect intellec-
tual property. By viewing security as a system of interconnected 
processes and technologies, companies can still provide appro-
priate support for requirements such as functionally, throughput, 
and design simplicity. 

 This security storage provides a foundation for security pro-
fessionals who need to understand security issues as they pertain 
to storage networks.  The Security Storage Model puts security in 
the context of storage and makes it easier for the average storage 
administrator to include security issues in the design, creation, 
implementation, and maintenance of any storage network with-
out incurring unnecessary overhead, negatively impacting func-
tionality or compromising the integrity of the data.   
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SECURITY THREATS HAVE dramati-
cally increased for Internet Protocol 
(IP) networks, applications, and 

the enterprises that rely on them. These 
threats come in many forms, from external 
and internal hackers, to viruses worms; 
and they threaten enterprises from beyond 
the perimeter, inside the firewall, and 
down to individual database files or com-
munications. 
 With this increase in security threats, 
a host of solutions has emerged. Each 
group in an enterprise IT department is 
increasingly tasked and given budget to 
solve their security threats with one or 
more of these solutions. This patchwork 
of security solutions is where the real 
challenge for the enterprise begins. 
 Typically, an enterprise IT department 
is divided into different departments 
or areas of responsibility – networking, 
applications, desktop management, etc. 
Each group usually maintains its own 
priorities, agendas, and budgets. Security 
initiatives are relegated according to the 
goals of each group (or what they do not 
want to be responsible for). These three 
different agendas are the beginning of the 
breakdown for providing unified security.      
 For example, the network group will 
usually focus on protecting network 
access and access to IP services, using 
solutions such as firewalls, strong 
authentication, and remote access via 
IPSec or SSL VPNs. The application team 
will focus on protecting their application 
servers and access to those servers via file 
encryption, two-factor authentication, 
and an application extranet with SSL 
encryption for remote application users. 
Finally, the desktop team uses some type of 
application control to prevent hosts from 
using prohibited applications. To protect 
the endpoints, the desktop team uses 
desktop firewalls, IDS, and virus scanning.
 In a perfect world – one without time 
constraints and coinciding schedules 
and priorities – vendors would have 
unified solutions for each threat. Without 
any political boundaries between these 

functional areas in the enterprise, these 
groups would implement a unified solution 
that covers each of their requirements 
– with a total lower cost of implementation. 
 Unfortunately, in the real world that’s 
not how enterprise IT departments 
operate. Rather, most enterprises have 
overlapping solutions that result in a 
higher total cost of ownership without 
solving key threats. As a result, security is 
not unified in its deployment, leaving a 
high risk of vulnerability gaps as well as 
inefficiencies across the enterprise. 
 A common threat example is a network 
team that creates a remote access 
environment with a VPN and strong 
RADIUS authentication, but they don’t 
have responsibility for the desktop. And 
the desktop team hasn’t deployed 
a comprehensive desktop 
security solution. Therefore, 
users accessing the network 
remotely can be compromised 
by hackers and viruses and can 
compromise the network even 
though they are encrypted and 
authenticated. 
 At the same time, 
inefficiency emerges as the 
network team implements 
RADIUS for user authentication 
while the application team is using USB 
tokens for two-factor authentication and 
file encryption. Not only do network users 
have to deal with both RADIUS username 
and password and their token and its 
related username and pin code, but the 
enterprise is now paying for two different 
user authentication solutions.
 What can enterprises do to address 
these challenges? While there is no 
shortcut, using the following guidelines 
should ensure that the enterprise goals 
are addressed along with those of the 
individual IT teams. 
> Take a step back and review each of 

the security concerns that face the IT 
teams. 

> Match those concerns with correspond-
ing group initiatives to reduce risks.

> Review the various solutions that exist 
or are being evaluated, identify any 
overlap between them, and try to con-
solidate around that overlap.

> Identify the solutions that best meet 
the variety of needs and reduce the 
total cost of ownership. 

 For example, in the earlier scenario, if 
the network, security, and desktop groups 
had reviewed their respective requirements 
they could have prevented new risks, 

provided a more unified security 
model, and reduced costs. The 
network and application teams 
could have consolidated their 

authentication model around the 
two-factor USB solution, and reduced 

the management and cost of two 
authentication solutions. Also, 

those two teams could have also 
consolidated extranet access 
and general network remote 
access initiatives around SSL 

and IPSec VPNs. Then the 
two teams could work with 

the desktop team to protect 
the desktop and control 
application access with an 

endpoint security solution. This 
process may create some “political” 

issues but it would also reduce the number 
of solutions deployed and the cost of 
duplicated solutions, and increase the total 
budget available to address security issues 
and provide a unified security approach.   
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THE CONTINUANCE OF MALI-
CIOUS computer attacks has made 
security a front page topic in almost 

every boardroom and IT oversight com-
mittee. Most IT departments accept that 
routine updates to software operating 
environments are a necessary part of man-
aging systems.
 It’s not hard to convince the IT 
professional that the protection of data 
assets forms the foundation of recovering 
from a disruptive event. But very seldom 
do we think of security, systems, and 
storage management as part of a seamless 
and holistic approach to securing the 
enterprise. Considering the rate at which 
vulnerabilities show up in our computing 
environment and the speed at which they 
can be exploited, we need to rethink how 
these three management environments 
should be leveraged – after all, “The only 
truly secure infrastructure is a managed 
infrastructure!”
  As the list below suggests, the 
administrative job of managing and 
securing the enterprise is complex and 
convoluted, with loosely integrated 
software that attempts to automate the 
normal operations of the enterprise.
> Firewall management
> Virus definition updates
> Data backup
> Applications update
> Software licensing compliance
> Vulnerability assessment
> Disaster recovery
> Storage provisioning
> OS upgrade and provisioning
> Archive policy
> File recovery
> Asset inventory and reporting
> Repurposing
> Common operating environment policy
> Patch installation

 However, in today’s heavily exploited 
environment we must ensure that the 
security, systems, and storage management 
elements of the infrastructure can not only 
manage during normal conditions but also 
manage effectively through the disruption 
of an exploit. Stated differently, security, 
systems, and storage management systems 
must effectively manage during normal 
state and disruptive state conditions. 
Clearly, the disruptive case is the more 
difficult state to manage.
 

What Is a Disruptive State?
 When an enterprise has entered a 
disruptive state it is a serious change 
in status, evidenced by the number of 
IT executives that suddenly are visible 
in meetings, phone calls, and triage 
sessions. The entire enterprise enters a 
lockdown as the IT departments identify 
the threat, determine the vulnerabilities, 
plan corrections and wait for an exploit. 
The entire enterprise is holding its breath. 
The IT organization works long hours to 
secure servers, desktops, laptops, and most 
recently, handheld mobile devices. Often the 
more controlled process and management 
automations succumb to the deployment 
of individual experts to manually correct 

known problems and hunt for leaks in the 
infrastructure.  The frequency, duration, 
and damage that occurs during disruptive 
states gives rise to new challenges faced by IT 
management products.
  Managing in the disruptive case requires 
that the management software be capable of 
managing through three basic transitional 
phases: understanding the disruption, 
controlling the transition, and finally, acting 
in a way that returns the system to the 
normal state. This proactive security system 
must rely on the underlying infrastructure 
to take action and remediate the disruption; 
therein lies the critical connection between 
security, systems, and storage.
 
Understanding Phase
 The system must understand and 
articulate the origin and nature of the 
disruption. Security sensors provide the 
knowledge and understanding necessary to 
warn enterprises of impending disruptive 
states.
 
Control Phase
 Once the management state is 
recognized as “disrupted,” action must 
be taken in a controlled fashion with the 
goal of returning the system to its normal 
state. The control phase provides the 
rules of execution and the instructional 
intelligence that the infrastructure must 
follow during the act phase.
 
Act Phase
 During the act phase the infrastructure 
must respond to the disruption in a way 
that restores it to a normal or “safe” state. 
Act phase activities include many of the 
same tasks that are undertaken during the 
normal state but with an increased focus 
on the speed and reliability with which they 
occur. As an example, security patches must 
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be deployed quickly without disruption, 
whereas the normal process of upgrading 
operating systems and applications is 
typically done as a normal course of change 
management. While security patches are 
being planned and deployed, the enterprise 
is vulnerable to damage.
 Systems and data recovery is 
another example of similar processes 
being executed in the normal and 
disrupted state. Traditional backup 
systems back up data during normal 
operations, but they very seldom focus 
on processes that will allow a recovery 
within the window required by most 
disruptive events. Since many normal 
and disruptive state management tasks 
are similar, it is logical to conclude that 
if we architect for the disruptive state 
we will also realize improvements in 
the responsiveness of the normal state 
management tasks.
 It is important to recognize the 
enterprise-wide scope of managing in 
the normal and disrupted state. During 
the transition phase the management 
software must be capable of connecting 
to and managing the entire computing 
environment. This environment includes 
servers, network devices, desktops, 
laptops, and handheld devices in both 
wired and wireless environments.

The Problems 
 Consider three key pain points often 
highlighted during CIO discussions.
 
Provisioning
 The challenge of migrating and 
building systems at the rate of arrival of 
new operating systems has become so 
difficult that some CIOs see it as a career-
threatening event.  The process involves 
determining, first of all, what exactly 
is on every machine in the enterprise, 
setting the standards for a new operating 
environment, preparing that environment 
for deployment, and then finally 
deploying the change.  The whole process 
takes significant manual activity and 
expertise and can be so difficult that many 
organizations still have yet to migrate 
to Windows XP while a new Windows 
environment is already inevitable with 
Microsoft’s Longhorn. Provisioning is 
traditionally a normal state management 
task, but it is a good example of an area 
that needs significant improvement 
through automation.

 Patch Remediation
 The ability to completely patch and 
configure machines presents a large 
problem – primarily because the threat 
landscape evolves more quickly than the 
patch process can update the software.  
Viruses such as Sasser and Blaster are 
proof that virus writers will continue to 
exploit vulnerabilities – Sasser was released 
into the wild less than three weeks after 
Microsoft announced the vulnerability 
it exploited.  The window of opportunity 
in which IT can react to vulnerabilities 
continues to decrease. Patch management 
is mostly a disruptive state application, but 
as stated previously, it can be thought of as 
a highly responsive component of normal 
state provisioning.
 
Protection and Recovery
 It goes without saying that generally 
data should be protected, but organizations 
should also have a backup and disaster 
recovery plan that will help them recover 
in the event of a successful attack.  Data 
recovery has become a heightened 
concern because the rate of attack is 
increasing, so the probability of having 
to recover is higher.  Additionally, having 
an infrastructure where the accuracy of 
financial reporting, the privacy of personal 
information, security, and other process 
certifications is becoming the personal 
responsibility of executives. This level of 
infrastructure accountability is driven by 
regulations such as Sarbanes-Oxley, HIPAA, 
and FISMA.  The scope of recovery solutions 
must include desktops, PDAs, servers, and 
laptops; and must have recovery times that 
are measured in minutes.

The Strategy
  It is becoming increasingly clear that 
if we are to evolve the task of managing 
our infrastructure we need to manage  
both the normal and disrupted states 
of the enterprise’s operation. Ideally, 
an organization might have a modular 
suite of applications that participate in 
the management of the transition from 
normal to the disruptive state and back 
again in a controlled and safe manner. The 
applications strategy is made up of five 
modular parts:
> Installation design: A virtual design 

environment that simplifies the cre-
ation of installation and recovery 
packages.  The goal is to improve and 
reduce the amount of expertise and 

effort required to create an installation 
environment. 

> Software provisioning and delivery: A 
centralized delivery environment that 
automates the local and remote instal-
lation of computer operating environ-
ments. 

> Patch management and help desk oper-
ations: Local and remote operations 
that assure the currency of software and 
automate problem management. 

> Asset management: This is one piece 
of the life cycle that is often taken for 
granted, but it is an important founda-
tion. Auto-discovery, inventory, soft-
ware usage and license monitoring, 
plus disposal, repurposing, and report-
ing are elements of the asset manage-
ment used by most of the applications 
in this set. 

> Protection, recovery, and archive: A 
hardware-independent, local and 
remote, automated backup, recovery, 
and archive environment.  IT needs the 
ability to get to full working condition 
in a short period of time.

  A holistic strategy will allow IT 
organizations to become more efficient 
– personnel will have more time to focus 
on important projects rather than dealing 
with urgent security issues.  By involving 
all relevant IT and management groups 
with a common goal of securing the 
enterprise, the solution becomes fully 
integrated, rather than fragmented.  The 
benefits are numerous, including increased 
security and availability, reduced human 
intervention, competitive advantage 
through rapid response to change, and 
improved governance and compliance.
  By implementing a scalable, 
platform-independent architecture that 
addresses security, storage, and systems 
management, IT will find it much easier to 
stay on top of that checklist. 
  “The only truly secure infrastructure is 
a managed infrastructure!”   
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OUT OF SIGHT, OUT OF MIND.  
When storage systems are 
upgraded, retired due to pro-

active maintenance, reach the end of 
their lease, or are repurposed or resold, 
companies often delete the data from 
the disks and forget about it.  However, 
there is a tremendous amount of critical, 
confidential, and competitive information 
on those disks that cannot be completely 
erased by just pressing a delete button.  
 This exposes competitive intelligence, 
increases vulnerability to industrial espio-
nage and litigation, and jeopardizes an 
organization’s compliance with corporate 
governance practices and state, federal, 
and industry regulations that protect 
proprietary and confidential corporate, 
customer, and patient information.  For 
example, regulations such as DOD Pub. 
5220-22.M, Sarbanes-Oxley, and HIPAA 
require proof of secure erasure.

 Consequently, it is vital that data be 
completely erased and the erasure record-
ed to ensure critical and confidential 
information is secure from accidental or 
malicious recovery.  Done correctly, data 
removal meets important compliance 
regulations and guidelines for erasing 
data, such as sensitive patient records or 
financial procedures. 

Why Ensure Erasure? 
 There are several reasons for com-
pletely and provably erasing stored 
data, including:
> Data disposal and erasure has to con-

form to industry and other regulatory 
requirements.

> Potential litigation, loss of intellectual 
property, or financial loss can result 
from un-secure data disposal.

> Un-erased information is still accessi-
ble when storage systems are returned 
under lease, redeployed, swapped, or 
repurposed.

> Corporate guidelines require data 
erasure and removal of proprietary 
information prior to returning leased 
systems or repurposing storage sys-
tems.

> Some companies or industries require 
proof of data erasure and overwrite 
levels. 

> Companies have different data dis-
posal standards for different types of 
information.

> Some companies and industries 
require a three-pass or greater over-
write process (recommended in DOD 
5220.22-M level).

> Companies have strict security 
requirements, to retain all disks and 
you need to secure them.

Delete That Disk
 Most companies know how to imple-
ment security measures to protect exist-
ing data. However, the options for safely 
and securely removing data from a drive 
so it cannot be retrieved are not nearly 
as advanced.  These common measures 
include one-pass overwrites, degaussing, 
physical destruction, and physically stor-
ing old drives.
> One-pass overwrites: Replacing data 

stored on hard disk drives with a 
variable bit pattern of 1’s and 0’s that 
effectively renders the data unrecover-
able.  A single pass will successfully 
overwrite some of the data, but not 
all disk sectors are visible to overwrite 
applications. This can leave highly 
critical information perfectly intact. 
Multiple passes can yield better 

results, but the overwrite applica-
tion must be sophisticated enough to 
locate and overwrite hidden and dam-
aged sectors, as well as produce audit 
reports for compliance purposes.

> Degaussing: Demagnetizing to remove 
all data. Degaussing can be effective, 
but it often leaves the disk drive unus-
able.  This is not a good thing when 
a company intends to repurpose the 
drives.  It is also not cost-effective to 
degauss large numbers of high capac-
ity disks in storage systems.

> Destruction: Physically crush and 
shred  drives.  This destruction is 
extremely effective in erasing data and 
can be therapeutic for a stressed-out 
IT professional. However, it is time 
consuming, costly, and impractical for 
retiring a large number of drives.

> Storing old drives: Physically storing 
drives.  Presumably drives are erased 

before being stored, but not necessarily. 
It has been estimated that 85% of busi-
ness espionage crimes are inside jobs.  
So, this technique may make it easier 
for employees to access retired drives 
to commit these crimes.  And physical 
storage does not meet most compli-
ance regulations for erasure, nor does it 
protect a firm in the event of litigation.

Best Practices
 The most efficient, cost-effective, and 
compliant method of erasing data is to 
completely overwrite the drive to render 
the data virtually unrecoverable, and to 
have the capacity to report the procedure. 
This is harder than it looks, especially 
with large and complex storage systems. 
Companies can assign service levels 
according to the relative importance of 
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the data; with more overwrite passes for 
critical information. (Common overwrite 
levels go from three passes for noncritical 
data up to seven for the most sensitive 
information.) Once done, the professional 
service or erasure application should 
deliver an independent audit and written 
proof of service completion. 
 Observing best practices in data era-
sure has a number of benefits for security-
conscious firms. Complete data erasure 
maximizes compliance measures by 
managing risk, ensures information in the 
life cycle disposal phase is really being dis-
posed, enables that utilization and repur-
posing storage, and lets IT professionals 
sleep at night knowing they have secured 
important data on released storage assets. 

Data Erasure Services
 A number of hardware and software 
vendors provide data erasure services 
for the PC market, but storage systems 
are relatively ignored.  Due to the sheer 
size and complexity of storage systems, 
efficient and complete data erasure is 
beyond the capabilities of the simpler 

methods.  But managing the data life 
cycle from creation through deletion 
includes making sure that data has actu-
ally been disposed.
 Storage system data erasure services 
can completely erase data on storage 
assets and prove they’ve done it.  For 
example, EMC’s non-host-based process 
completely overwrites proprietary and 
sensitive data, offers flexible overwrite 
passes and provides audit reports to meet 
compliance requirements.  Any secure 
data erasure for storage systems should 
be able to handle the specific require-
ments of storage assets, be available from 
highly trusted professional services (for 
complete security and audit purposes), 
erase multiple disks and frames concur-
rently, have a flexible overwrite pattern 
for differing specifications, be delivered 
at the customer location to increase secu-
rity and eliminate delays, and provide an 
independent audit and documentation of 
data erasure. 
 While firewalls and other security 
measures protect data on the front end 
of the storage life cycle, it is equally 

important to protect data at the back end. 
When it comes to returning, reselling, 
repurposing, trading, or swapping out 
storage assets, companies need secure 
and complete data erasure to meet corpo-
rate governance, industry specifications, 
and governmental mandates.  Reliable 
and proven data erasure services dramati-
cally reduce potential legal litigation due 
to uncontrolled distribution or viewing, 
avoid the physical destruction of perfectly 
good equipment, and address any secu-
rity concerns.  As a result, companies can 
safely sell or reuse storage equipment and 
ensure they have the audit trail necessary 
to meet corporate and industry confor-
mance requirements.  Most importantly, 
this will protect an organization’s most 
valuable asset – its information.  
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Plugging The Processor vs 
Storage Performance Gap

THE EVER-INCREASING SIZE OF 
applications and databases used 
to run today’s enterprises drives 

the demand for faster systems. In many 
cases OLTP (online transaction process-
ing), OLAP (online analytical processing), 
modeling, and heavy-duty video sever-
ing have become so mission critical that 
system performance directly impacts the 
bottom line.
 While this performance challenge has 
been met by the processor developers, hard 
drives (HDD) have not kept pace. Performance 
improvements of CPU and memory have given 
rise to a “performance gap” between systems 
and hard disk drive storage. 
 Even arrays of 15,000 RPM disk 
drives are at a disadvantage to processor 
speed because of the mechanical nature 
of conventional hard drives versus 
the electronic nature of processor 
performance. The spinning platters and 
mechanical assemblies in HDD systems 
simply cannot present data quickly 
enough to today’s high performance 
processors (see Figure 1). This latency 
leaves many commercial applications 
running inefficiently and users waiting.
 All HDD systems rely on a mechanical 
moving head and platters to access data. 
When more and more hard drives are arrayed 
to increase performance, other problems 
arise for the data center manager, such as 
power requirements, heat dissipation, rack 
space, and an ever-decreasing mean time 
between failures (MTBF).
 How well an application performs is 
generally measured as I/O operations per 
second (IOPS); and when performance 
matters, IT managers have many options. 
They can add server RAM, build bigger hard 
drive arrays, or optimize their databases. 
RAM, monolithic RAID, and database 
optimization solutions work but they are 
not the best solution for achieving either the 

fastest performance or the lowest cost per 
IOPS. The alternative is a technology that’s 
been around for decades – solid state disk.
 This less familiar technology is 
emerging as the front runner for 
performance, lower cost per IOPS, and 
reliability in storage. Solid state disk 
(SSD) has accelerated applications as 
high as 25x by eliminating the storage 
performance bottleneck. 
 Solid state disk systems use fast-
access memory chips as their primary 
storage medium. SSD does not rely on 
mechanical parts to input or output data 
in the way that conventional hard disks 
do. Rather, SSD uses RAM as the primary 
storage media. Data is stored directly 
on RAM chips and accessed from them. 
This generally results in storage speeds 
far greater than those that are even 
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theoretically possible with conventional, 
magnetic storage devices. In order to fully 
utilize this speed, SSDs typically connect to 
servers or networks through multiple high 
speed channels such as Fibre Channel. 
 SSD delivers low latency and high 
random IOPS compared to HDD RAID 
systems. Random I/O performance is 
a more meaningful metric in assessing 
the application impact of storage 
performance than the less practical 
sequential I/O that is typically published.
 Unlike conventional memory, SSD 
systems are built to be non-volatile. 
Typically, they include battery power 
and an internal backup disk. In the case 
of system shutdown or power loss, the 
battery powers the unit while the data 
is mirrored from the RAM to the disk. 
Internal fans keep the unit cool.
 Because there are no mechanical parts 
in the main data chain to the SSD system, 
MTBF and reliability are higher and 
maintenance costs typically lower than 
with conventional storage. 
 SSD presents itself in an identical 
manner to disk or RAID, from a software 
and system standpoint. Hence, no special 

management or configuration issues arise. 
In a SAN environment, SSD can co-exist 
seamlessly with conventional disk and 
RAID subsystems. Systems with multiple 
Fibre Channel ports provide additional 
throughput and support multiserver 
connectivity via standard switches.
 All, or part, of an application’s data may 
be placed on SSD. For instance, database 
logs and frequently accessed tables may be 
placed on SSD, while other components 
are adequately served by conventional 
storage. Data that resides on SSD may be 
shared or migrated in the same way as with 
standard HDD storage. This is because 
SSD presents itself to the system and OS 
in the same way. In many instances, the 
deployment of SSD has led to significant 
savings from server consolidation and 
greater storage capacity utilization.
 SSD is not a panacea to all performance 
problems, however. For this reason, 
customers usually test SSD solutions 
before buying, and rely on independent 
third-party benchmarks to prove the 
vendor’s performance claims. Solid state 
disks currently hold two different records 
in the Storage Performance Council’s 

SPC-1 benchmark. They have the fastest 
recorded SPC-1 IOPS performance; and 
they have, by a large margin, the smallest 
price:performance ratio. Having said that, 
they also present much smaller capacities 
than HDD solutions, which achieve high 
IOPS performance by incorporating a 
large number of disks. Therefore, SSD can 
be not only the fastest, but the cheapest, 
performance solution when a fraction 
of total data is slowing down an entire 
application.
 As applications become increasingly 
demanding and performance is 
bound by data access limitations, it is 
becoming a popular addition for savvy 
IT departments. Growing SAN adoption, 
falling SSD prices and an increasing 
performance gap between application 
performance and conventional storage 
are all trends that indicate a growing 
presence for SSD in the data center.   
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Figure 1: Increasing gap between processor speeds and disk access times
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NEW SECURITY THREATS are 
growing in frequency, sophis-
tication, and danger.  While 

perimeter-focused security can mitigate 
risk from known attacks, real protection 
comes from identifying and reacting to 
any new threat the instant it hits your 
network. 
 This article looks at enterprise-wide 
intrusion prevention, a technology rec-
ognized by network and security experts 
as the smart way to combat the many 
threats facing security managers every 
day. We’ll show how it replaces out-
ward-focused security products with an 
approach that embeds security through-
out the enterprise network.

What Is Enterprise-wide 
Intrusion Prevention? Why Do I 
Need It?
 Continued innovation has created 
many ways to protect against known 
threats. We evaluate every new attack that 
hits, spending valuable time analyzing 
and creating defenses that protect against 
major worms, viruses, commonly-known 
hacking vulnerabilities and other threats. 
Yet a malicious attacker can change only 
a few lines of code and the same worm, 
or Trojan will slip right by the reactive sig-
nature or patches developed to stop the 
original. Hackers creatively find new ways 
to breach traditional signature-based 
security defenses. Ongoing changes and 
upgrades in network infrastructures, Web 
services, and new software continue to 
create vulnerabilities and opportunities 
for exploitation. 
 Perimeter-focused security, which 
blocks attacks coming from outside, is 
no longer enough. IT staff really need 
to understand what constitutes normal 
network behavior, identify inconsistent 
behavior, and fix it so business can pro-

ceed. Enterprise-wide intrusion preven-
tion profiles network behavior across the 
extended enterprise, flags anomalies, 
isolates the source of the issue or attack, 
and offers a choice of corrective measures 
to resolve or mitigate the threat. The net 
gain comes from faster reaction to break-
ing threats and shortened time to resolu-
tion. Business processes suffer little or 
no impact. That translates into increased 
uptime and efficiency combined with 
decreased operational costs and losses.

How Do I Use Surveillance, 
Analysis, and Control?
 Enterprise-wide intrusion preven-
tion technology models traffic flows, 
transactions, and network activity and 
analyzes them to learn what normal 
behavior, including run-rate activity 
spikes, looks like. It detects aberrations 
– changes in traffic levels, communica-
tion patterns, or other anomalies that 

serve as an early warning system for 
malicious activity – whether from an 
external attack or internal misuse of the 
network. Pinpointing suspicious behav-
ior, this technology isolates the source 
of the anomaly and offers several means 
of resolution to fix the problem before it 
causes damage.
 Successful enterprise-wide intru-
sion detection requires a three-tiered 
approach of surveillance, analysis, and 
control. Surveillance recognizes malicious 
activity, catching even the most insidious 
low-and-slow probes of network defenses 
without sounding false alarms based on 
every traffic spike. While firewalls and 
other appliances provide a limited view 
from a single point in the network, this 
technology looks across the entire net-
work.
 Behavioral analysis is the key to 
understanding and applying what is 
learned from network surveillance. 
Enterprise-wide intrusion prevention 
taps both real-time and historical views 
of network activity to model the behav-
ior of users, applications, servers, and 
network resources. The latest technol-
ogy includes a classification engine that 
profiles network behavior and identifies 
normal behavior over time. It under-
stands the dynamic complexities of 
modern networks, recognizing normal 
and acceptable behavioral changes as 
safe. It raises an alarm when it perceives 
potential threats based on deviations 
from the baseline. Unlike traditional IPS, 
this technology does not rely on a signa-
ture to identify a malicious internal user 
or an evolving worm. Behavioral analysis 
recognizes everything from the abnormal 
behavior caused by a new attack or hack-
ing attempt, to internal threats such as 
insider scams and stealth attacks. It even 
finds policy violations among network 
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users who use P2P file sharing and instant 
messaging, as well as any type of network 
misuse.
 The third element, control, empow-
ers security and network professionals 
to enforce network behavior. Simply 
identifying an anomaly is not enough; 
corrective measures must be taken as 

soon as possible. New attacks and secu-
rity threats continue to hit every network 
with increasing sophistication – and 
far greater danger. The control element 
offers a variety of mechanisms for fixing 
or mitigating the problem. With a choice 
ranging from automatic remediation to 
full operator intervention, administrators 

can address the most critical issues first 
and focus their valuable time where it’s 
needed most. These systems can address 
different types of activities in different 
ways, and are flexible enough to enforce 
network behavior based on unique cus-
tomer use. After all, some parts of the 
network are more critical than others, and 
different types of threats require differ-
ent approaches to resolution. Advances 
in enterprise-wide intrusion prevention 
technology give IT staff options they have 
never before enjoyed.
 
Where Does Enterprise-wide 
Intrusion Prevention Fit In My 
Security Strategy?
 In a crowded security market, every 
vendor hypes a different technology as 
the most critical element of a layered 
security defense. So where does enter-
prise-wide intrusion prevention fit in your 
security strategy and network architec-
ture? 
 This technology incorporates security 
event feeds and network traffic flows from 
your existing infrastructure to leverage its 
data completely. But the most direct value 
it provides, and the primary reason peo-
ple choose these systems, is to address 
the critical flaws of traditional signature-
based technologies: addressing internal 
security concerns and stopping subtle 
blended threats and zero-day attacks. The 
bulk of ongoing security expenses, and 
the biggest nightmare for security and 
network managers, is identifying, react-
ing to, and cleaning up damage from the 
“next big attack.” No other technology 
matches the ability of enterprise-wide 
intrusion prevention to defend against 
new attacks that are as unpredictable as 
they are inevitable. It serves as the first-
responder product for identifying, under-
standing, controlling and fixing any new 
attack.  
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Enterprise-wide Intrusion Prevention:
Network Security’s Next Generation 1. Provides an enterprise-wide security system: Holistic enterprise-wide view of 

security goes beyond segment-based, perimeter-focused point products. 

2. Stops external threats: Provides the first (and often only) defense against the pro-
liferation of zero-day, blended, and internal threats, without the time delays or alarm 
overload of signature-based systems. This means identifying and locating worms, 
Trojans, denial of service, and blended/hybrid threats quickly and providing auto-
mated resolution.

3. Enforces internal policies: Exposes and locates internal threats so you can stop 
them quickly and eliminate future problems, whether from violation of internal policies 
or intentional misuse. Such misuse wastes resources and exposes enterprises to 
unnecessary legal and security risk.

4. Ensures regulatory compliance: Provides monitoring, detection, alerts, and audit 
trails to comply with new regulations and compliance issues that demand IT partici-
pation.

5. Avoids legal risks and liabilities: Provides the processes and information to 
protect your organization against risks and liabilities such as lawsuits from illegal file 
sharing of copyrighted material, lawsuits from accidental disclosure of confidential 
information, and penalties for noncompliance with regulations.

6. Improve operational efficiency: Identifies problems quickly, isolating the source 
of network bandwidth issues or security threats to speed resolution without addi-
tional staff. 

7. Secures the “perimeter-free” network: Protects open, distributed networks from 
potential threats for the most advanced defense of infrastructures that can’t rely on 
perimeter security solutions.

8. Eliminates breaches from mis-configured systems: Identifies network mis-
configurations quickly and effectively, isolating the source to close vulnerabilities and 
conduits for hackers.

9. Provides live window of network activity: Gives network and security admin-
istrators an instant real-time view into network behavior, along with access to tera-
bytes of data. It identifies issues in real time and archives a complete audit log of 
activity without costly additional storage requirements.

10. Combines network and security analysis: Integrating asset discovery, vulner-
ability data, and observed network profiling provides context-sensitive detection of 
known events. Pivoting between security and network data simplifies the process of 
finding, fixing, and preventing threats.

Top 10 Benefits of 
Enterprise-wide Intrusion Prevention
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SANS, NAS, ISCSI, virtualization, in-
band, out-of-band, the terminology 
seems never ending when it comes 

to storage and what’s worse, no one will 
tell you what’s best. Unfortunately, it’s 
not that simple. The advent of SANs and 
the introduction of new technology has 
increased the number of options avail-
able, but there are no clear guidelines as 
to which one to use and when. 
There isn’t a silver bullet or gold-
en configuration that is good for 
everyone; the solution has to 
be tailored to the specific 
environment. But all 
is not lost. There has 
been a lot written 
about storage and 
storage architectures, 
and if all else fails, 
look at what you are trying to 
achieve and how much money you 
have to spend.
 While it is widely thought that SANs 

are for big enterprises and NAS for small-
er ones, this is not true. Most enterprises, 
whether big or small, now have NAS serv-
ers and many are using them for more 
than just file serving. The cost of SANs has 
fallen such that they are now a very real 
prospect for smaller organizations that 
want to take advantage of improved con-
nectivity and performance to utilize with 
technologies such as third-party copy and 
clustered file systems. So it is the applica-
tions and the business requirements that 
should drive the architecture, not the “lat-
est and greatest” technology or the cheap-
est solution. Storage is not just about the 
online disk. Backup (which now might 
be to disk before going to tape), disaster 
recovery, and legislative compliance all 

have their part to play. Without a big pic-
ture of what needs to be achieved (from 
the business perspective) the decisions 
made will be insufficient. Another factor 
to include is storage growth. If the space 
required in 12 months is 100% more than 
you have today, will that influence your 
architecture decision? What happens if it 
is 1000% in three years? How long do you 

plan to remain with the architec-
ture that has been defined? 
The immediate logical 
conclusion is to go for the 
biggest you can buy – now. 

But we know this is not a 
pragmatic business deci-

sion; the architecture should 
be designed so that it can be 

grown – and this might 
mean starting with NAS and 
expanding into a SAN just as 

much as starting with SAN 
and acquiring a NAS solution 

later.

 Utility computing is a trend we are 
hearing a great deal about, with many 
vendors touting it as the next big thing. 
When it comes to storage, applying util-
ity computing principles and creating a 
storage utility is a great place to start. By 
using storage virtualization tools storage 
can be pooled and then provisioned when 
required; by having it attached to a SAN it 
can be allocated to any server that needs 
it. Additional functionality allows file sys-
tems to be grown automatically without 
the need to take the application using it 
down. Business reporting tools enable 
departments (or lines of business) to see 
how much storage they are using. The IT 
organization can then choose to apply 
costs to the storage and could present each 

business with a bill (a.k.a., chargeback) if 
they so wished. More often than not it is 
the insight into costs that is useful, and 
it can be an invaluable guide as to where 
best to invest money in IT to get the great-
est return for the business. In addition, 
utility computing is all about improving 
efficiency through best practice and auto-
mation. Again, storage is a great place to 
begin and putting in some best practices 
and simple automation – e.g., increasing 
space on servers when they are running 
out – can save a business a great deal of 
money, no matter what its size.
 The grid is also seen as the next big 
thing and again, storage is a key compo-
nent of a grid architecture. However, most 
grid applications need a large amount of 
space to store data centrally; that data 
is then farmed out and generally pro-
cessed in memory within the grid so the 
actual storage requirements are virtually 
nonexistent on the fringe nodes. For the 
main central storage, ensuring that the 

application serving out the data is highly 
available and that the data is sufficiently 
protected, i.e., backed up or replicated, 
is generally adequate. Outside of stor-
age, a general comparison of grid versus 
utility computing is interesting because, 
while both have very different applica-
tions running on the architecture and so 
from 30,000 feet look very different, from 
the ground level there are many similari-
ties: what is being used, how much it is 
being used, and if it can be used more – to 
improve either efficiency and/or utiliza-
tion.   
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The foundation of information security is encryption. Today, no one has more encryption experience and solutions than
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